
JSCMed | Volume 169 | No. 01 | FEBRUARY 2025 23

Medical Students’ Attitudes, 
Perceptions, and Usage of Large 
Language Models in Education: 
A Questionnaire-based Study
Sara Pereira 1,2, João Costa 2, Thomas Hänscheid 1,2

 ABSTRACT:  Objectives: This study examined medical students’ attitudes, 
perceptions, and usage patterns of AI, particularly large language models 
(LLMs), in medical education. The goal was to explore how these tools are used 
for academic purposes and their potential integration into medical curricula.
Methods: A cross-sectional questionnaire was distributed to medical students 
across six academic years at a Portuguese institution during autumn 2024. 
Respondents rated their study habits, the relevance of digital resources, 
frequency of engagement with LLMs, trust in AI-generated content, and 
opinions on curricular integration. Results: A total of 306 students (13.4% 
response rate) completed the survey. AI was used by 87% of respondents, 
primarily for resolving theoretical doubts (84%), while its application in 
complex academic tasks was limited. Freely available models (GPT-3.5) were 
the most commonly used, whereas only 17% had experience with paid versions 
such as GPT-4. Trust in AI-generated clinical recommendations was low, with 
only 16% considering them reliable in a clinical case-based scenario. Limited 
familiarity (69%) and cost (58%) were identified as key barriers to broader 
adoption. No substantial evidence suggested widespread use of AI for academic 
misconduct. Despite scepticism regarding its reliability in clinical contexts, 
most respondents supported AI integration into the curriculum, with 65% 
favouring an optional course. Significance: Students frequently use AI for 
theoretical learning but remain sceptical of its reliability in medical decision-
making. Addressing concerns through AI literacy and reducing cost barriers 
may encourage responsible adoption in medical education.
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INTRODUCTION

Artificial intelligence (AI) has transitioned from a 
niche curiosity into a widely used, transformative force 
across numerous fields, including medicine and medical 
education. A key advancement in this domain is the de-

velopment of Large Language Models (LLMs), exempli-
fied by OpenAI’s GPT-3 and GPT-4, though similar mod-
els such as Claude 3, Gemini, and DeepSeek are rapidly 
emerging[1,2]. LLMs process and generate human-like 
text using deep learning architectures and self-atten-
tion mechanisms, enabling tasks such as summari-
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zation, translation, and answering medical licensing 
exam questions with accuracy comparable to human 
professionals[3,4]. While debates persist about whether 
these models rely on “simple” statistical patterns (the 
so-called stochastic parrot, or “glorious autocomplete”) 
rather than genuine understanding[1], their growing in-
fluence in medical education, for instance as study aids, 
simulation tools, and clinical reasoning supports, is evi-
dent. Examples include enhancing case-based learning, 
exam preparation, and clinical documentation. At NYU 
Grossman School of Medicine, AI tools facilitate inter-
active learning [5], while studies highlight their role in 
generating question banks for standardized exams[6,7].

This integration aligns with broader trends in 
technology-driven learning. Medical students increas-
ingly rely on digital platforms like Osmosis, AMBOSS, 
and Lecturio, which supplement traditional resourc-
es with interactive content[8–10]. Tools like ChatGPT, 
though not designed for medical education, are widely 
used to clarify concepts, assist with scientific writing, 
and provide feedback[11]. Notably, GPT-4 has achieved 
scores exceeding 86% on medical licensing exams[3], and 
it has also addressed ethical and professional topics 
with competence[4], which further increases the inter-
est about its role in exam preparation and clinical rea-
soning. However, concerns persist about over-reliance, 
critical thinking shortfalls and bias, and inaccuracies in 
AI-generated content, particularly when confabulated 
responses mimic seemingly accurate statements[12].  

Despite these developments, medical students’ 
perceptions and usage patterns of AI tools like GPT-
3/4 remain understudied. Existing research indicates 
that students recognize AI’s potential but express con-
cerns about ethical limitations and risks of dehuman-
izing clinical practice[13,14]. While interest in AI is high, 
foundational understanding of its principles and ap-
plications is often lacking[15,16]. Additional debates fo-
cus on privacy, trust, and the role of human oversight 
in AI-augmented workflows[17,18]. As medical curricula 
adapt to new technologies, understanding student per-
spectives is key to ensuring AI enhances rather than 
replaces essential clinical skills. 

This study aims to explore medical students’ atti-
tudes, beliefs, and usage patterns regarding AI, focusing 
on LLMs such as GPT-3.5 and GPT-4 at the Faculty of 
Medicine, University of Lisbon (FMUL), Portugal.

METHODS  

Study Design and Population:
This cross-sectional questionnaire-based study 

targeted medical students (years 1–6, n = 2,278) at the 
Faculty of Medicine, University of Lisbon (FMUL).

Recruitment and Data Collection: 
Students were recruited via institutional emails 

and WhatsApp groups representing each cohort. Invi-
tations were distributed in three waves: initial emails 
to year representatives (Week 1), reminders (Week 3), 
and direct emails to students in Years 2–4 (Week 6). The 
anonymous questionnaire, administered in Portuguese 
via Google Forms (Google LLC, Mountain View, CA, 
USA), was available from November 4 to December 12, 
2024. Eligibility was restricted to FMUL students using 
institutional email addresses, with a one-response-per-
account limit to prevent duplicates.  

Questionnaire Design:
The 13-item questionnaire (Supplementary file 

and Table S1 for full questionnaire translated into Eng-
lish) assessed two domains: (I) Study Habits: Relevance 
of resources (e.g., in-person classes, AI platforms) for 
semester-long study and exam preparation;  (II) AI En-
gagement: Usage frequency, perceived utility in medical 
contexts, trust in outputs, and opinions on curricular 
integration. Questions utilized Likert scales (1–7), multi-
ple-choice, and open-ended formats (Table 1). 
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TABLE 1. Summary of Key Questionnaire Domains  

Question Focus Response Type Key Options/Scale

1 Year of study Multiple-choice Years 1–6

2 Study methods 
(semester)

Likert scale 
(1–7)

11 resources 
(e.g., AMBOSS, AI 
platforms)

5 AI platform usage 
frequency

Ordinal scale ChatGPT-3.5, GPT-4, 
Gemini, Copilot

8 Trust in 
AI clinical 
recommendation

Scenario-based 5 options reflecting 
trust/skepticism

12 AI curriculum 
integration

Multiple-choice 5 strategies (e.g., 
mandatory courses)

Academic year (Q1, Years 1–6), study methods (Q2, rating resources like AMBOSS 
and AI platforms on a Likert scale), AI usage frequency (Q5, use of ChatGPT-3.5, 
GPT-4, Gemini, and Copilot), trust in AI recommendations (Q8, scenario-based re-
sponses), and curriculum integration (Q12, preferences for AI incorporation into 
FMUL’s curriculum). The full questionnaire is available in Supplementary file and 
summarised in Table S1.
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Ethical Considerations:
Data were anonymized and restricted to 

FMUL-affiliated emails.  Ethical approval was granted 
by the CAML Ethical Committee (Ref. 193/24, September 
2024).  

Data Analysis:
All responses were exported from the online 

platform as CSV files, checked for completeness, and 
prepared for analysis. Sample characteristics were 
summarized using frequencies and percentages for 
categorical variables and medians with interquartile 
ranges (IQRs) for ordinal Likert scale items. Categor-
ical variables were analysed using chi-square tests to 
assess differences in distribution across groups, with 
Cramér’s V as a measure of effect size. A binomial test 
was used to determine whether the proportion of sixth-
year students differed significantly from the expected 
value. Likert-scale responses were visualized using box-
plots, where medians were marked by red lines, boxes 
represented IQRs, whiskers extended to 1.5 × IQR from 
Q1 and Q3, and outliers were displayed as dots. Given 
the non-normal distribution of Likert-scale data, com-
parisons between independent groups were performed 
using the Mann-Whitney U test. Effect sizes were cal-
culated with Cliff’s Delta to quantify the magnitude 
of observed differences. All statistical analyses and 
visualizations were conducted using Python 3.11.0 on 
macOS 12.7.6. 

RESULTS

Of the 2,278 medical students at FMUL, 306 com-
pleted the survey (55% in preclinical and 45% in clinical 
years), yielding a 13.4% response rate (margin of error: 
±5.2%). Response distributions varied across all 6 years, 
with significant deviations (p < 0.001, Cramér’s V = 0.33, 
moderate effect; Figure 1). Due to weak effect sizes in 
preclinical vs. clinical comparisons (p = 0.02, Cramér’s 
V = 0.13, weak effect), analyses were conducted at the 
preclinical versus clinical level. Response rates for 
most individual questions exceeded 97%, except for 
open-ended items (Supplementary Table S1). These re-
ceived responses from as few as 3.2% of students and 
thus were excluded from further analysis.

Several traditional learning methods, e.g. text-
books and theoretical classes lost importance while 
a shift towards digital media, particularly video plat-

forms, was observed (Supplementary Figures S1, S2). 
Learning platforms such as AMBOSS and other online 
resources received moderately positive ratings (Figure 
2), though with a wide IQR (2–7). For exam preparation, 
these resources were pooled into a single composite, 
which showed a narrowing of the IQR to 4–6 while the 
median remained unchanged (Figure 2). However, each 
individual platform was less used during the semester 
than the composite for examen preparation (both p < 
0.001; AMBOSS: δ = -0.23, other online study platforms: 
δ = -0.16, small effect sizes). Doubt-resolution tools (Fig-
ure 2), such as Google/Wikipedia or AI platforms, were 
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FIGURE 1. Participation in survey by year.
Striped patterns represent preclinical years (1st–3rd, left side), and solid 
shades represent clinical years (4th–6th, right side). Yearly participation 
differed significantly from an equal distribution (p < 0.001, Cramér’s V = 
0.33, moderate effect size), with 1st (-7.7%, p < 0.001) and 5th-year students 
(-6.7%, p = 0.002) underrepresented, while 2nd (+7.3%, p < 0.001) and 3rd-
year students (+5.3%, p = 0.012) were overrepresented. Preclinical students 
(Years 1–3) outnumbered clinical students (Years 4–6) (56.5% vs. 43.5%, p 
= 0.02, Cramér’s V = 0.13, weak effect size).

22%
18%

10%

17%9%

24%

3rd year

5th year

6th year

2nd year

4th year

1st year

FIGURE 2. Relevance ratings of study methods.
Students rated study methods on a scale from 1 (“Not relevant at all”) to 7 
(“Extremely relevant”). A blue vertical line separates online study platforms (left) 
from doubt-resolution tools (right). Dashed grey lines distinguish semester-long 
study methods (left) from exam preparation tools (right). For exam preparation, 
semester-long resources are grouped under a single “online platform” category. Red 
lines indicate medians, boxes represent interquartile ranges (IQR), whiskers extend 
to 1.5 × IQR from Q1 and Q3, and outliers are shown as dots.
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overall, particularly among clinical students, but again, 
the difference was not significant (p = 0.409; Supple-
mentary Figure S5).

Astonishingly, 13% of students reported lacking 
both interest in and knowledge of AI. However, this 
may be an underestimate given the low 13.4% response 
rate. While 87% expressed interest, 69% had little prior 
knowledge, and only 18% actively engaged in independ-
ent learning. Most AI platforms saw minimal use, with 
83%–90% of students reporting “never/almost nev-
er” using ChatGPT-4 (paid), Google Gemini, or Micro-
soft Copilot (Supplementary Figures S6). In contrast, 
ChatGPT-3.5 (free) was used more frequently with 58% 
of students using it less than once per day (Figure 4).  
The majority supported integrating AI into the FMUL 
curriculum through at least one approach. An optional 
AI course was the most preferred option (65%), while 
30% supported integration into existing courses and 
49% favored its inclusion in medical ethics subjects. Ad-
ditionally, 58% wanted FMUL to fund AI tools, such as 
ChatGPT Plus subscriptions.

DISCUSSION

Most students in the sample used GPT-3.5 
(the free version of ChatGPT) primarily as a general 
doubt-resolution tool, similar to Google or Wikipedia. 
Approximately 80% had never used more advanced 
models such as GPT-4 or alternative (paid) premium 
models, which may contribute to their scepticism re-
garding the reliability of AI and its limited recognition of 
its superior accuracy, as evidenced for example by pre-
mium model performance in medical examinations[3,6]. 
The reliance on free AI tools for quick academic queries 
suggests that access to more advanced models may be 
perceived as unnecessary. Concerns regarding AI-gen-
erated “hallucinations” (more accurately, confabula-
tions) may also contribute to scepticism, as also reflect-
ed in the low acceptance rate of GPT-4’s correct clinical 
case management recommendations in this survey[19]. 
Previous research indicates that negative experiences 
with AI can create a persistent bias against subsequent 
accurate responses[20,21]. Furthermore, AI-generated rec-
ommendations are often disregarded in favour of initial 
human judgments[22], reinforcing scepticism. If AI er-
rors are recalled more readily than its correct outputs, 
this may further discourage its integration into clinical 
decision-making.
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consistently rated highly. AI platforms demonstrat-
ed a slight but statistically significant decline in per-
ceived relevance from semester-long learning to exam 
preparation (median: 6 to 5, IQR: 5–7 to 4–6; p < 0.001, δ 
= 0.19, small effect size). In contrast, ratings for Google/
Wikipedia increased slightly during exam preparation; 
however, the difference compared to AI platforms was 
not statistically significant (p = 0.14). Preclinical-year 
students preferred practical and theoretical-practical 
classes, Sebentas (study materials prepared by students 
from previous years), and online videos, whereas clini-
cal years students favoured university-provided video 
lectures and AMBOSS (Supplementary Table S2). The 
strongest effect was observed for AMBOSS (δ = -0.52, p 
< 0.001, medium to large effect), indicating a notable in-
crease in its relevance for clinical year students.

Students expressed scepticism about AI’s role in 
more practical tasks, rating it more useful for acquiring 
general knowledge than for developing practical skills 
(Supplementary Figure S3). Similarly, AI was perceived 
as helpful for checking basic medical questions and 
medical fact-checking but notably less useful during 
clinical rotations, where more complex clinical uncer-
tainties arise (Supplementary Figure S2). Clinical-year 
students rated AI slightly higher for answering medi-
cine-related questions (p = 0.02, δ = 0.15, small effect 
size), but its utility during clinical rotations was rated 
similarly across groups (p = 0.9). Specific responses on 
AI’s use in medical education reflected scepticism about 
its practical applicability (Figure 3, section A). While AI 
was perceived as useful for generating exam questions, 
its usefulness for creating practical simulations was 
rated lower. Trust in AI was limited, as shown in a du-
al-purpose question assessing both medical knowledge 
and confidence in AI-generated recommendations. 
When presented with GPT-4’s suggestion of intrave-
nous artesunate as the first-line treatment for severe 
malaria, only 16% of students trusted the AI’s recom-
mendation (details in Supplementary file)[19].

Students perceived AI as similarly useful for 
text correction and drafting, though drafting was rat-
ed slightly higher (Figure 3, section B; Supplementary 
Figure S4). Correction was viewed as moderately useful, 
with clinical students rating it slightly higher than pre-
clinical students, though the difference was not statisti-
cally significant (p = 0.120; Supplementary Figure S5). In 
contrast, AI’s usefulness for drafting was rated higher 
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The monthly subscription fee (~€20) could also 
be a barrier for some. Others might see subscription 
services as binding or costly commitments. Unsurpris-
ingly, 58% of respondents favoured institution-spon-
sored access, mirroring broader findings that they 
perceive cost is a major hurdle[23,24]. For instance, at 
Harvard, 40% of students use AI daily, but only 30% 
pay for subscriptions; those receiving financial aid are 
half as likely to do so[25]. Some institutions address this 
barrier through curricular integration or subsidized 
partnerships. At FMUL, universal premium access for 
around 2,300 students at €20 per month each would 
total €552,000 annually, roughly 2.5% of the universi-
ty’s €22.7 million budget and 13% of its goods-and-ser-
vices allocation[26]. However, while significant, such an 
expense could be justified if it may yield equitable ac-
cess, improved learning outcomes, and alignment with 
evolving global trends in medical education.

Academic misconduct involving generative AI 
has raised significant concerns in higher education[27,28]. 
However, our data suggest that this does not seem to be 
a major issue at the moment. Students are aware of AI 
for text creation, and it was rated as moderate, yet con-
siderably lower than the use of traditional peer-created 
study materials such as Sebentas (see Supplementary 
Data). Interestingly, the exceptionally high rating for 
Sebentas seem to suggest a certain level of honesty in 
responses, given that they lack formal faculty endorse-
ment. Limited experience with AI and restricted access 
to advanced models (like GPT-4) may also contribute 
to these findings. As AI writing tools become more so-
phisticated and widely available, usage patterns might 
likely shift, perhaps increasing the risk of misconduct. 
While institutions may consider AI-detection technolo-
gies, these appear to be more unreliable than often as-
sumed[29,30] and risk falsely flagging legitimate student 
work. A balanced approach, integrating technological 
solutions with clear guidelines, may ultimately prove 
more effective in preserving academic integrity.

The low response rate (13.4%) with a ±5.2% mar-
gin of error may affect generalizability, particularly 
given the underrepresentation of certain academic 
years. However, studies in higher education suggest 
that response rates as low as 10–20% can still provide 
reliable estimates if nonresponse bias is minimal[31]. 
Furthermore, the proportion of students who are nev-
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FIGURE 3. Perceived usefulness of AI in medical education.
Tasks related to doubt resolution and exam preparation (A) and academic writing, 
including assignments (B) are separated by a dashed grey line. Red lines indicate 
medians, boxes represent interquartile ranges (IQR), whiskers extend to 1.5 × IQR from 
Q1 and Q3, and outliers are shown as dots.

FIGURE 4. ChatGPT-3.5 (free Version) Usage Frequency.
Usage categories include less frequent users (grey bars) and more frequent users 
(black bars).
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Addressing these concerns requires AI literacy 
programs that provide training on how AI generates 
outputs, its limitations, and strategies for critically 
evaluating its recommendations. Educational initia-
tives should incorporate data on AI error rates, relia-
bility, and comparative performance against human 
decision-making to facilitate a more evidence-based 
approach to AI use in medical practice.
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er/almost never users and heavy users (>5x/day) was 
relatively high and similar, making it less likely that our 
conclusions are driven by a non-representative sample 
favoring one site. While broader participation would 
strengthen representativeness, our findings align with 
international trends, supporting their relevance. It is 
possible that students less interested in AI may have 
been less inclined to participate. Additionally, self-re-
ported data can be influenced by recall bias or social de-
sirability. Despite these constraints, our findings mirror 
international trends of AI use in medical training[15,16].

The relatively high proportion of students who 
are either very low/low or high/very high users high-
lights the need to discuss the benefits of AI and in-
crease foundational knowledge competencies for the 
very low/low users, as well as to call students’ attention 
to the limitations of AI, potential overreliance, and eth-
ical concerns for the high/very high users. Going for-
ward, structured AI competencies—emphasizing not 
only technical skills and responsible use but also lim-
itations—could help foster more informed integration 
of AI into clinical education. Coupled with institutional 
investments that mitigate cost barriers, such curricu-
la could accelerate the safe and ethical adoption of AI 
tools among future physicians.

While AI is poised to enhance access to infor-
mation and support critical thinking and medical deci-
sion-making, it is crucial to recognize that medicine in-
herently involves complexities that technology cannot 
simplify. As highlighted by Elder, delivering high-qual-
ity, patient-centered care requires medical training 
that is long enough, broad enough, and deep enough[32]. 
Therefore, it should not be expected that AI tools will 
make medical education and practice less challenging.

CONCLUSION

In summary, student interest in AI appears high 
scepticism about clinical reliability, concerns over cost, 
and limited exposure to more advanced models con-
strain broader acceptance. Addressing these issues, 
through dedicated AI-focused curricula, institutional 
support for premium tools, and ongoing investigations 
into AI’s accuracy and ethical implications, will be piv-
otal in shaping a medical education landscape where AI 
enhances rather than undermines clinical expertise.

 SUPPLEMENTARY FILE 1 
Complete questionnaire (GPT4 - translation to English)

USE OF ARTIFICIAL INTELLIGENCE (AI)  
BY MEDICAL STUDENTS

My name is Sara Pereira, and I am a 6th-year medical student at FMUL.

Artificial Intelligence, despite its long history, has recently emerged as 
the leading technology of the moment, with countless applications in 
everyday life, clinical practice, and medical education.

As part of my Master’s Final Project in the field of Medical Education, I 
am conducting a study on the use of Artificial Intelligence by medical 
students. Through this study, I aim to gather relevant data on students’ 
perceptions of Artificial Intelligence, with the goal of positively influenc-
ing the medical school curriculum at FMUL.

The questionnaire, intended for FMUL medical students from the 1st 
to the 6th year, should take approximately 5 to 10 minutes to complete. 
This questionnaire has been approved by the President of the Pedagog-
ical Council and the President of the Department of Medical Education 
(DEM).

Your participation in this study is completely anonymous and voluntary, 
and you may withdraw at any time. The confidentiality of your data is 
guaranteed in accordance with the legislation in force and the guide-
lines of the National Data Protection Commission (CNPD) (Deliberação 
n.º 1704/2015, de 22 de outubro, and Decreto-Lei n.º 67/1998, de 18 de 
março), as well as the terms required by the General Data Protection 
Regulation (GDPR; Regulation (EU) 2016/679 of the European Parlia-
ment and of the Council, of April 27, 2016).

INFORMED CONSENT – By proceeding with the completion of the 
questionnaire, I declare that I have been informed of its objectives and 
authorize the processing of my data exclusively for research purposes.

SECTION 1 – STUDY METHODS

The following questions will address the techniques and resources you 
use to study throughout the semester and prepare for evaluations.

1. What is your year of study? (Mandatory question; Select only one 
option)

-   1st year		  -   4th year
-   2nd year		  -   5th year
-   3rd year		  -   6th year

2. On a scale of 1 to 7, where 1 means “Not relevant at all” and 
7 means “Extremely relevant”, rate how you would classify the 
following resources in terms of their relevance for learning dur-
ing the semester:

-- Attending theoretical classes in person.
-- Watching recorded video lectures provided by the university.
-- Attending practical and theoretical-practical classes.
-- Studying using recommended bibliography textbooks (paper or 

PDF).
-- Using study materials (notes, transcripts, summaries, etc.) prepared 

by students from previous years.
-- Using Amboss for studying.
-- Using other online study platforms (e.g., Sketchy, Osmosis, Lecturio, 

etc.) for studying.
-- Using AI platforms (e.g., ChatGPT) for studying.
-- Watching online videos (e.g., YouTube) for studying.
-- Using search engines (e.g., Google) or online encyclopedias (e.g., 

Wikipedia) to clarify doubts.
-- Using AI platforms (e.g., ChatGPT) to clarify doubts.

3. On a scale of 1 to 7, where 1 means “Not relevant at all” and 7 



JSCMed | Volume 169 | No. 01 | FEBRUARY 2025 29

RESEARCH ARTICLE J SOC CIENC MED LISB 2025;169(1)
Medical Students’ Perceptions of Large Language Models in Education

means “Extremely relevant”, rate how you would classify the follow-
ing resources in terms of their relevance to your evaluations (e.g., 
written exams, oral exams, TEM, OSCE, tests, quizzes):

-- Watching recorded video lectures provided by the university.
-- Consulting recommended bibliography textbooks.
-- Using study materials prepared by students from previous years.
-- Using online study platforms (e.g., Amboss, Sketchy, etc.).
-- Watching online videos (e.g., YouTube).
-- Using search engines (e.g., Google) or online encyclopedias (e.g., 

Wikipedia).
-- Using AI platforms (e.g., ChatGPT).

4. If you use another method not mentioned or have any comments, 
please write them here: (Open-ended, long answer question)

SECTION 2 – USE OF ARTIFICIAL INTELLIGENCE

In this section, the goal is to better understand how you integrate Artificial 
Intelligence (AI) into your daily life and how you envision its utility in the 
future.

5. How often do you use the following AI platforms? (>5x/day; 1-5x/day; 
1x/day; a few times per week; rarely; never/almost never)

-- ChatGPT 3.5 (free version)
-- ChatGPT 4 and 4o (paid version)
-- Google Gemini
-- Microsoft Copilot
-- Other AI platform

6. If you selected “Other AI platform,” please indicate which one. 
(Open-ended short answer question).

7. On a scale of 1 to 7, where 1 means “Not useful at all” and 7 means 
“Extremely useful,” indicate how relevant you find the use of AI plat-
forms (e.g., ChatGPT) in the following areas:

-- Searching for general knowledge information.
-- Learning practical skills unrelated to medicine (e.g., new languages, 

recipes, etc.).
-- Clarifying medicine-related doubts.
-- Clarifying doubts during clinical rotations.
-- Assisting with the correction of academic text (e.g., assignments, medi-

cal histories, theses).
-- Assisting with drafting academic texts (e.g., assignments, medical 

histories, theses).
-- Creating exam training questions (multiple choice, open-ended, oral).
-- Simulating clinical scenarios (e.g., OSCE training).

8. The following scenario aims to investigate how you would use in-
formation provided by GPT-4 and assess the extent to which you trust 
its accuracy in a clinical context:

A 35-year-old patient returns from Thailand with severe malaria. Immediate 
intravenous treatment must be urgently initiated. After consulting GPT-4 for 
guidance on treatment, it suggests that both intravenous artesunate and 
quinine are valid options for treating severe malaria, stating that artesunate 
is generally superior to quinine. However, GPT-4 also mentions that “arte-
misinin resistance” has been widely reported in Southeast Asia, citing a 
recent publication (“Time to contain artemisinin resistance,” The Lancet, 
link). Despite this, GPT-4 recommends starting treatment with intravenous 
artesunate as the first-line therapy.

Based on the scenario above, and considering GPT-4’s response, how would 
you proceed with the patient’s treatment?
-- Given the urgency of the situation and the information about artemisinin 

resistance, you base your decision on GPT-4’s response and therefore ini-
tiate intravenous quinine as an alternative.

-- You find GPT-4’s response about artesunate being clinically superior inter-
esting but consider starting quinine because “artemisinin resistance” has 
been reported in the region.

-- Despite the urgency, you verify the information about “artemisinin re-
sistance” in the region using other sources, and if confirmed, switch to 
quinine.

-- Given the urgency of the treatment and the fact that GPT-4 mentions the 
superiority of artesunate, you follow the recommendation to initiate treat-
ment with intravenous artesunate despite the mention of “artemisinin 
resistance,” as it states that artesunate remains the recommended and 
effective first-line option.

-- You ignore GPT-4’s information about the continued usefulness of artesu-
nate when “artemisinin resistance” is reported and consider it a “confab-
ulation” or “hallucination” by the AI, deeming it unreliable.

9. On a scale of 1 to 7, where 1 means “Strongly disagree” and 7 
means “Strongly agree,” indicate how much you agree with the fol-
lowing statements about the use of Artificial Intelligence in Medicine:

-- AI can be helpful in complex clinical situations (e.g., absence of clear 
clinical signs and symptoms, multimorbidity, deprescription of medica-
tions, etc.).

-- AI can be helpful in non-clinical specialties (e.g., radiology, neuroradiolo-
gy, clinical pathology, etc.).

-- AI can assist with administrative tasks (e.g., writing clinical records, 
discharge summaries, etc.).

-- AI can serve as a tool to reduce healthcare errors.
-- AI could make some non-clinical specialties irrelevant.
-- AI can substantially change clinical practice.
-- AI can increase healthcare errors.
-- AI raises ethical concerns regarding data protection and patient privacy.

10. To what extent do the following statements about AI knowledge 
apply to you? (Select only one option)

-- I am interested in AI and am learning about it independently.
-- I am interested in AI and am taking a course on the subject outside of 

university.
-- I am interested in AI but do not have much knowledge.
-- I am not interested in the subject and have no knowledge about it.

11. Would you like FMUL to promote the integration of Artificial In-
telligence into the curriculum? (Select only one option)

-- I do not believe AI knowledge is relevant for a medical student.
-- Yes, I would like FMUL to promote the integration of AI into the curriculum.

12. If you answered yes to the previous question, how would you like 
FMUL to promote the integration of AI into the medical curriculum? 
(Select all that apply)

-- I would like FMUL to integrate knowledge about AI into various subjects 
in the mandatory curriculum.

-- I would like FMUL to create a mandatory subject about AI.
-- I would like FMUL to teach about AI in the optional curriculum.
-- I would like FMUL to include questions about AI in medical ethics 

subjects.
-- I would like FMUL to promote the frequent use of AI in learning (e.g., 

through funding subscriptions to ChatGPT Plus for all students).

13. If you have another opinion not mentioned or any comments, 
please write them here (open-ended long answer question).

 SUPPLEMENTARY FILE 2 
Description of dual-purpose question

Question 8 served two main purposes. Firstly, it was designed to assess 
whether students understood the concept of partial resistance to a drug, 
rather than complete resistance. The correct answer (option d) would only 
be selected by students who were aware that “artemisinin resistance” refers 
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to delayed parasite clearance, not complete resistance, as described in the 
literature. Because most students did not choose the correct answer, this re-
vealed a widespread misunderstanding of the term. These findings were the 
basis for a separate publication (Pereira SM, Grobusch MP, Hänscheid T. How 
a GPT-aided survey reveals a medical student’s misunderstanding of the term 
‘artemisinin resistance’. New Microbes New Infect. 2024 Dec 5;63:101552. 
doi: 10.1016/j.nmni.2024.101552. PMID: 39759404; PMCID: PMC11699336.).

At the same time, the question also tested how students trusted informa-
tion provided by GPT-4. The scenario described a clinical case of severe ma-
laria, with the GPT-4 chatbot indicating that “artemisinin resistance” had 
been documented yet still maintaining that intravenous artesunate was 
the recommended first-line therapy. Only 16% of students selected the cor-
rect answer by following the chatbot’s guidance (figure), while most of the 
remaining participants chose to switch to quinine or verify the suggested 
resistance through external sources before deciding on a treatment. Some 
found the chatbot’s recommendation merely “interesting” but did not adhere 
to it, and a small subset dismissed the AI-based guidance entirely. These pat-
terns show the challenges in establishing trust in AI systems for clinical de-
cision-making, especially when the concepts involved—in this case, partial 
versus complete drug resistance—are subject to misunderstanding.

Original questions with [comments in square brackets]:

The following scenario aims to investigate how you would use information 
provided by GPT-4 and assess the extent to which you trust its accuracy in a 
clinical context:

A 35-year-old patient returns from Thailand with severe malaria. Immediate 
intravenous treatment must be urgently initiated. After consulting GPT-4 for 
guidance on treatment, it suggests that both intravenous artesunate and 
quinine are valid options for treating severe malaria, stating that artesunate 
is generally superior to quinine. However, GPT-4 also mentions that “arte-
misinin resistance” has been widely reported in Southeast Asia, citing a 
recent publication (“Time to contain artemisinin resistance,” The Lancet, 
link). Despite this, GPT-4 recommends starting treatment with intravenous 
artesunate as the first-line therapy.

Based on the scenario above, and considering GPT-4’s response, how would 
you proceed with the patient’s treatment?

a) Given the urgency of the situation and the information about artemisinin 
resistance, you base your decision on GPT-4’s response and therefore ini-
tiate intravenous quinine as an alternative.
[3% – This indicates partial trust in GPT-4 (acknowledging its mention of re-
sistance) but ultimately opting against its recommended first-line therapy.]

b) You find GPT-4’s response about artesunate being clinically superior inter-
esting but consider starting quinine because “artemisinin resistance” has 
been reported in the region.
[15% – These respondents acknowledge GPT-4’s superiority claim for artesu-
nate but choose quinine, reflecting uncertainty or scepticism about the AI’s 
recommendation.]

c) Despite the urgency, you verify the information about “artemisinin re-
sistance” in the region using other sources, and if confirmed, switch to 
quinine.
[62% – This represents the majority, who prefer caution by verifying GPT-4’s 
statement externally before potentially changing the recommended treatment.]

d) Given the urgency of the treatment and the fact that GPT-4 mentions the 
superiority of artesunate, you follow the recommendation to initiate treat-
ment with intravenous artesunate despite the mention of “artemisinin 
resistance,” as it states that artesunate remains the recommended and 
effective first-line option.
[16% – This is the correct option, indicating trust in GPT-4’s guidance despite 
the mention of resistance.]

e) You ignore GPT-4’s information about the continued usefulness of artesu-
nate when “artemisinin resistance” is reported and consider it a “confab-
ulation” or “hallucination” by the AI, deeming it unreliable.
[4% – These respondents fully reject GPT-4’s assertion that artesunate remains 
effective, dismissing the AI’s input as untrustworthy.]

 TABLE S1  Number of responses per question 

Question 
number

Responses
(n)

Responses
(%)

1 (mandatory) 306 100%

2 306 100%

3 305 99.6%

4 (open) 10 3.2%

5 306 100%

6 (open) 22 7.1%

7 305 99.6%

8 285 93.1%

9 301 98.3%

10 303 99%

11 297 97%

12 250 81.6%

13 (open) 16 5.2%

The table summarizes the number of responses per survey question. 
Question 1 was the only mandatory question, ensuring a response from all 
participants (306), while questions 4, 6 and 13 were open questions where 
participants could enter text.

 TABLE S2  Comparison of Learning Methods Between Preclinical and 
Clinical Students 

Learning 
Method

p-value Effect  
Size (d)

Effect Size 
Interpretation

Preference 

Classes < 0.001 0.242 Small to Medium Preclinical

Sebentas <0.01 0.180 Small Preclinical

Online 
Videos

< 0.001 0.315 Small to Medium Preclinical

Video 
Lectures 

< 0.001 -0.274 Small to 
Medium*

Clinical

Amboss < 0.001 -0.517 Medium to 
Large*

Clinical

“Classes” refer to practical and theoretical-practical classes, and “Video Lec-
tures” to faculty-recorded lectures. Effect sizes (Cliff’s δ) reflect differences 
in ratings: positive values favour preclinical students; negative values favour 
clinical students. The strongest effect was for Amboss showing a marked 
increase in its relevance among clinical students. Sebentas: study materials 
prepared by students from previous years.

 FIGURE S1  Methods used for learning during the semester
Study methods used by students to learn throughout the semester, rated on a scale 
from 1 (“Not relevant at all”) to 7 (“Extremely relevant”). Red horizontal lines indicate 
the medians. The first vertical bar separates traditional methods (A: theoretical 
classes, practical/theoretical-practical classes, textbooks, and “Sebentas”: study 
materials prepared by students from previous years) from online resources. The 
second bar divides study-focused platforms (B: video lectures, Amboss, and others) 
from doubt-resolution tools (C: Google/Wikipedia and AI platforms).

A B C
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 FIGURE S4  Perceived AI utility in medical education
Boxplot showing ratings for AI’s usefulness in medical education (scale: 1 = “Not useful 
at all” to 7 = “Extremely useful”). Red lines indicate median values.

 FIGURE S2  Methods used for exam preparation
Boxplot showing students’ relevance ratings (1 = “Not relevant at all” to 7 = “Extremely 
relevant”). Red lines indicate medians. The first vertical bar separates traditional 
resources (A: textbooks and “Sebentas”: study materials prepared by students from 
previous years) from online resources. The second bar divides general online platforms 
(B: Amboss, video lectures, and YouTube) from tools primarily used for resolving doubts 
(C: Google/Wikipedia and AI platforms). Theoretical and practical classes were excluded, 
as they are unavailable during exams. Amboss was categorized under “Online study 
platforms,” and AI-related options were combined into a single category, “AI platforms.”

 FIGURE S5  Students’ perceived utility of AI in academic text tasks
(a) AI was rated moderately to highly useful for correcting academic texts, with 
slightly higher median ratings among clinical (4th–6th years) compared to 
preclinical (1st–3rd years) students. 
(b) Clinical students also rated AI higher for drafting texts, though their responses 
showed greater variability than those of preclinical students.

 FIGURE S6  Frequency of AI use of different platforms
This figure presents the reported usage frequency of four AI platforms among 
students: ChatGPT 4 and 4o, Google Gemini, Microsoft Copilot, and Other AI 
platforms. These platforms typically require a paid subscription or have restricted 
access. The x-axis categorizes usage into six levels: 1-5 times per day, 1 time per 
day, more than 5 times per day, several times per week (3-4 times per week), rarely 
(less than once per week), and never/almost never. The y-axis represents the 
percentage of respondents for each category. The data indicate that almost 90% of 
students either never or very rarely use these platforms, highlighting their limited 
adoption among the surveyed population.

 FIGURE S3  AI’s utility for general knowledge vs. practical skills
Comparison of AI’s usefulness in acquiring general knowledge and developing practical 
skills (scale: 1 = “Not useful at all” to 7 = “Extremely useful”). Red lines indicate median 
values.

A BA B C
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